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Abstract
Virtual reality (VR) technologies are nowadays widely used
for remote collaboration. For example, they are used to de-
sign and evaluate product concepts with multiple users.
While the design process is often fully conducted in VR, the
evaluation hereof is mostly still performed outside the vir-
tual environment (VE). Researchers have already started to
study the effects of including evaluation methods in the VE,
first and foremost the thinking-aloud protocol and in-VR-
questionnaires. However, the experimenter typically stays
outside the VE. In this workshop paper we outline why we
believe that it is beneficial to evaluate everything within the
VE and propose a fully symmetric in-VR evaluation protocol
for social VR experiences.
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Figure 1: Study and evaluation in a Social VR setting: (a) Classical Structure: study - participants evaluate a product in VR while examiner is
outside VR, evaluation - participants fill out a post-test survey, (b) In-VR-Evaluation: study - participants evaluate a product in VR while
examiner is outside VR, evaluation - participants fill out a survey in VR while examiner is outside VR, (c) Symmetric Evaluation: study -
participants evaluate a product in VR while examiner is in VR, evaluation - participants fill out a survey in VR while examiner is in VR

Introduction & Motivation
Virtual reality (VR) technologies are nowadays used across
many industries to design products in a collaborative fash-
ion. Already more than one third of US manufacturers plan
to establish VR technologies in their production processes
and it is estimated that these technologies will contribute
about 1.5 trillion US$ to the global economy in 2030 [10].
Virtual environments (VEs) are used for evaluation pur-
poses in order to get efficient and inexpensive feedback on
visual and usability aspects of their product [3]. Karre et al.
provide a good overview of how VR is used in the industry
for evaluation purposes [8].

If the users are geographically dislocated, the industry re-
lies on so called collaborative virtual environments (CVEs),
in which two or more users can evaluate cooperatively at
the same time in a VE [12].

Nevertheless, the actual evaluation step, including anno-
tations, filling out questionnaires and giving interviews,
is mostly performed outside VR as depicted in figure 1
(a) [11]. Thus, spontaneous thoughts and feedback are
not reflected, which results in an inaccurate completion of
the survey [5, 11]. Therefore, HCI researchers have already
started to investigate the effects of different evaluation pro-
tocols in VR (see figure1(b)). Frommel et al. tested the
concept of integrated questionnaires regarding computer



games with a positive outcome [5]. Haas found that in-VR-
questionnaires lead to a higher truthfulness of the feed-
back compared to the thinking-aloud protocol, a method in
which participants permanently express their thoughts out
loud [7]. Based on these findings, Schwind et al. showed
that presence questionnaires offer similar results when be-
ing completed in VR as compared to an evaluation done in
reality [11]. Alexandrovsky et al. further verified the need for
such an evaluation by conducting an expert survey in which
64% of the researchers stressed the importance of in-VR-
questionnaires and 82% preferred the in-VR-questionnaire
over a post-test evaluation [1].

However, in all these studies the experimenter remained
outside the VE. We believe that it is beneficial to a study’s
quality that participants and the examiner experience the
VE and the evaluation together. Thus, we propose a fully
symmetric evaluation protocol for social VR experiences
that we outline below (see figure1 (c)). We will also dis-
cuss important research questions when conducting future
studies about symmetric evaluation that will offer thought-
provoking impulses for the HCI-community.

Symmetric Evaluation for Social VR Experiences
Instead of either having participants filling out a question-
naire in VR or using the thinking-aloud protocol to interact
with an invisible experimenter, in a symmetric evaluation
the supervisor would be present in VR both for the duration
of the study and the evaluation step. The examiner would
keep his task of supervising and assisting the participants
while the latter would fulfill their task of performing and eval-
uating.

We envision that one of the main advantages of partici-
pants and experimenter sharing a CVE is that some partic-
ipants’ feedback might only be correctly interpreted when

having experienced the participants’ behavior in the VE
first-hand. This is especially true when exploring subjec-
tive facets as the feeling of ’being-there’ called presence or
the user experience. A symmetric evaluation should ideally
also increase the participants’ presence because they do
not need to talk to seemingly invisible bystanders. In turn,
a higher presence results in a better feedback of the prod-
uct [4]. Furthermore, the supervisor can offer assistance
when needed by pointing things out without complicated
explanations and descriptions. As a symmetric in-VR eval-
uation is technically not different from any other multi-user
setup, as described for example by Waldow et al. [13], it
is also possible to provide view sharing and recording but-
tons as user interfaces for cooperatively editing and eval-
uating a VE [9]. These features enable co-workers to use
collaborative problem solving (CPS) skills, which improve
amongst others a shared understanding, team organisation
and communicative cooperation in a self-regulated man-
ner [6].

Future Work
Immersing one or more participants and study conductor
both in VR at the same time opens up many different facets
to explore. First, the effect on the participants of being able
to interact with the supervisor in VR could be measured. In
respect to that, the following research questions might be of
special interest:

• How does having the experimenter in the VE affect
the behaviour of the participant?

• How does having the experimenter in the VE affect
the performance of the participant, e.g. task load,
speed of task fulfillment, mistakes, amount of words
spoken, questions asked?



• How does having the experimenter in the VE affect
the emotional state of the participant?

We hypothesise that by visually sharing the VE with the
supervisor the participants either feel assisted and more
secure in their tasks or monitored and stressed. Perceiv-
ing assistance could result in, first, a better user experience
and, second, less time needed for the evaluation procedure.
If a feeling of being monitored arises, the participants’ con-
fidence could diminish, their stress level could increase and
they could feel encouraged to answer in a socially desirable
way.

We also foresee some serious decisions about the study’s
setup regarding the manner in which the experimenter can
be included into the VE. This is tightly linked to research
about avatar design, because embodiment forms the basis
of social VR experiences [2].

• Should the experimenter have the possibility to en-
gage with the participant at eye level, e.g. by having
an own avatar?

• Should the avatar of the experimenter resemble them-
selves as much as possible or appear rather as an
abstract humanoid model?

• How do these decisions about avatars affect the
above mentioned research questions and the eval-
uation by the participant itself?

With today’s technological advances, it is already possi-
ble for avatars to be equipped with a 3d facial scan of the
research collaborators to make them look as realistic as
possible [2]. On the one hand, participants of a study might
find it easier to relate to this avatar as their assistant after

having met the real instructor face-to-face beforehand. It
further enhances the users’ presence and simplifies social
interaction [2]. On the other hand, though, when attempts to
recreate human facets fall short, people might be affected
by the Uncanny Valley Effect. This effect describes a rejec-
tion of a photorealistic avatar because it looks human but
cannot (yet) convincingly mirror a real human being [2]. If
this effect occurs, the participants might get distracted from
their actual tasks and their distress with the avatar might
negatively influence the evaluation itself.

A solution might be to include the examiner in an abstract
way like a floating head-and-hands representation [2]. This
approach still allows for an approximation of the supervi-
sor’s position while it might be less intrusive than full-body
avatars [2]. No matter the manner of the supervisor’s em-
bodiment, it will most certainly influence the participants’
behaviour, task result and emotional state in one way or
another. If the impact is helpful or obstructive for the evalua-
tion process itself should be researched.

Conclusion & Outlook
A symmetric evaluation protocol for social VR experiences
is a multi-user VR setting in which one or more participants
and the experimenter share the same VE at all times. This
novel form of VR evaluation will probably enhance the par-
ticipants’ presence and lead to a better understanding of
the given feedback. However, it offers space for debating
the effect of a visible supervisor in the VE concerning the
behavior, performance and emotional state of the users. It
also results in design questions about how the examiner
should be embodied that remain unanswered so far. We
believe the HCI community plays an important role in illu-
minating these facets and we hope to stimulate discussions
with our ideas in this workshop.
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